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11.1 Overview

To achieve its goal of broad coverage of the reading purposes and
processes specified in the assessment framework,1 the PIRLS 2001
assessment included a range of reading passages and items arranged
into eight 40-minute assessment blocks. Each student participating
in the assessment completed one student booklet made up of just
two of these blocks, keeping individual student response burden to
a minimum. PIRLS used a matrix-sampling design2 to assign assess-
ment blocks to student booklets so that a comprehensive picture of
the reading achievement of fourth-grade students in each country
could be assembled from the components completed by individual
students. PIRLS relied on Item Response Theory (IRT) scaling to
combine the student responses to provide accurate estimates of
reading achievement in the student population in each country. The
PIRLS IRT scaling also uses multiple imputation or “plausible val-
ues” methodology to obtain proficiency scores in reading for all stu-
dents, even though each student responded to only a part of the
assessment item pool.

This chapter first reviews the psychometric models and the multiple
imputation or “plausible values” methodology used in scaling the
PIRLS 2001 data, and then describes how this approach was applied
to the PIRLS 2001 data and to the data from IEA’s Trends in Reading
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Literacy Study. The PIRLS scaling was con-
ducted at the PIRLS International Study
Center (ISC) at Boston College, with soft-
ware and psychometric support from
Educational Testing Service.3

11.2 PIRLS 2001 Scaling Methodology4

The scaling approach used by PIRLS was
developed originally by Educational Testing
Service for use in the U.S. National
Assessment of Educational Progress. It is
based on psychometric models that were
first used in the field of educational meas-
urement in the 1950s, and have become
popular since the 1970s for use in large-
scale surveys, test construction, and com-
puter adaptive testing.5 This approach also
has been used to scale IEA’s TIMSS data.
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Three distinct scaling models, depending on
item type and scoring procedure, were used
in the analysis of the PIRLS 2001 assess-
ment data. Each is a “latent variable” model
that describes the probability that a student
will respond in a specific way to an item in
terms of the respondent’s proficiency, which
is an unobserved or “latent” trait, and vari-
ous characteristics (or “parameters”) of the
item. A three-parameter model was used
with multiple-choice items, which were
scored as correct or incorrect, and a two-
parameter model for those constructed-
response items with just two response
options – which also were scored as correct
or incorrect. Since each of these item types
has just two response categories, they are
known as dichotomous items. A partial
credit model was used with polytomous
constructed-response items (i.e., those with
more than two score points).

11.2.1 Two- and Three-Parameter IRT 

Models for Dichotomous Items 

The fundamental equation of the three-
parameter (3PL) model gives the probability
that a person whose proficiency on a scale k
is characterized by the unobservable vari-
able θ will respond correctly to item i:

Equation 1

where

xi is the response to item i, 1 if cor-
rect and 0 if incorrect;
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3 PIRLS is indebted to Matthias von Davier, Ed Kulick,
and John Barone of Educational Testing Service for
their advice and support.

4 This section describing the PIRLS scaling methodology
has been adapted with permission from the TIMSS
1999 Technical Report (Yamamoto & Kulick, 2000).

5 For a description of IRT scaling see Birnbaum (1968);
Lord and Novick (1968); Lord (1980); Van Der Linden
and Hambleton (1996). The theoretical underpinning of
the imputed value methodology was developed by
Rubin (1987), applied to large-scale assessment by
Mislevy (1991), and studied further by Mislevy,
Johnson and Muraki (1992), and Beaton and Johnson
(1992). The procedures used in PIRLS have been used
in several other large-scale surveys, including Trends in
International Mathematics and Science Study (TIMSS),
the U.S. National Assessment of Educational Progress
(NAEP), the U.S. National Adult Literacy Survey
(NALS), the International Adult Literacy Survey
(IALS), and the International Adult Literacy and Life
Skills Survey (IALLS).
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θk is the proficiency of a person on a
scale k (note that a person with
higher proficiency has a greater
probability of responding cor-
rectly);

ai is the slope parameter of item i,
characterizing its discriminating
power;

bi is the location parameter for the
item, characterizing its difficulty;

ci is the lower asymptote parameter
for the item, reflecting the
chances of respondents of very
low proficiency selecting the cor-
rect answer.

The probability of an incorrect response to
the item is defined as:

Equation 2

The two-parameter (2PL) model was used for
the short constructed-response items that
were scored as correct or incorrect. The form
of the 2PL model is the same as Equation 1,
with the ci parameter fixed at zero.

P P x a b c Pi i k i i i i k0 10 1≡ =( ) = − ( )θ θ, , ,

11.2.2 The IRT Model for Polytomous Items 

In PIRLS 2001, constructed-response items
requiring an extended response were scored
for partial credit (with 0, 1, 2, and 3 as the
possible score levels). These polytomous items
were scaled using a generalized partial cred-
it model (Muraki, 1992). The fundamental
equation of this model gives the probability
that a person with proficiency θk on scale k
will have, for the i-th item, a response xi
that is scored in the l-th of mi ordered score
categories (see Equation 3), where:

mi is the number of response cate-
gories for item i;

xi is the response to item i, possibili-
ties ranging between 0 and mi-1;

θk is the proficiency of person on a
scale k;

ai is the slope parameter of item i,
characterizing its discrimination
power;

bi is the location parameter of item i,
characterizing its difficulty;

di,l is category l threshold parameter.
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Indeterminacy of model parameters of the
polytomous model are resolved by setting
di,0 =0, and setting the sum of the threshold
parameters equal to 0.

For all of the IRT models there is a linear
indeterminacy of the values of item parame-
ters and proficiency parameters (i.e., mathe-
matically equivalent but different values of
item parameters can be estimated on an
arbitrarily linearly transformed proficiency
scale). This linear indeterminacy can be
resolved by setting the origin and unit size
of the proficiency scale to arbitrary con-
stants, (such as a mean of 500 and a stan-
dard deviation of 100). The indeterminacy
is most apparent when the scale is set for
the first time. 

IRT modeling relies on a number of assump-
tions, the most important being conditional
independence. Under this assumption, item
response probabilities depend only on θk (a
measure of person proficiency) and the
specified parameters of the item, and are
assumed unaffected by the demographic
characteristics or unique experiences of the
respondents, the data collection conditions,
or the other items presented in the test.
Under this assumption, the joint probability
of a particular response pattern x across a
set of n items is given by:

where Pil(θk) is of the form appropriate to
the type of item (dichotomous or polyto-
mous), mi is equal to 2 for the dichotomous-
ly scored items, and uil is an indicator
variable defined by:

   
P x itemparameters P





variance among them reflects uncertainty
due to not observing θ. It should be noted
that this variance does not include the vari-
ability of sampling from the population.

Plausible values are not test scores for indi-
viduals in the usual sense, but rather are
imputed values that may be used to estimate
population characteristics correctly. When
the underlying model is correctly specified,
plausible values will provide consistent esti-
mates of population characteristics – even
though they are not generally unbiased esti-
mates of the proficiencies of the individuals
with whom they are associated.7

Plausible values for each respondent j are
drawn from the conditional distribution
P(θj|xj,yj,Γ,Σ),where Γ is a matrix of regres-
sion coefficients for the background vari-
ables, and Σ is a common variance matrix
for residuals. Using standard rules of proba-
bility, the conditional probability of profi-
ciency can be represented as Equation 5,
where θj is a vector of scale values, P(xj|θj)
is the product over the scales of the inde-
pendent likelihoods induced by responses to
items within each scale, and P(θj|yj,Γ,Σ) is
the multivariate joint density of proficien-
cies of the scales, conditional on the
observed value yj of background responses

156

and parameters Γ and Σ. Item parameter
estimates are fixed, and regarded as popula-
tion values in the computations described in
this equation.

11.2.4 Conditioning

A multivariate normal distribution was
assumed for P(θj|xj,yj,Γ,Σ), with a common
variance, Σ, and with a mean given by a
linear model with regression parameters, Γ.
Since, in large-scale studies like PIRLS,
there are many hundreds of background
variables, it is customary to conduct a prin-
cipal components analysis to reduce the
number to be used in Γ. Typically, compo-
nents representing 90 percent of the vari-
ance in the data are selected. These
principal components are referred to as the
conditioning variables, and denoted as yc.
The following model is then fit to the data:

Equation 6

In Equation 6, ε is normally distributed
with mean zero and variance Σ. As in a
regression analysis, Γ is a matrix each of
whose columns is the effects for each scale,
and Σ is the matrix of residual variance
between scales.

 θ ε= ′ +Γ yc
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7 For further discussion, see (Mislevy, Beaton, Kaplan, &
Sheehan, 1992).
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Note that, in order to be strictly correct for
all functions Γ of θ, it is necessary that
P(θ|y) be correctly specified for all back-
ground variables in the survey. Estimates
of functions Γ involving background vari-
ables not conditioned on in this manner
are subject to estimation error due to mis-
specification. The nature of these errors
was discussed in detail in Mislevy (1991).
In PIRLS 2001, however, principal compo-
nent scores based on nearly all background
variables were used. Those selected vari-
ables were chosen to reflect high relevance
to policy, and to education practices. The
computation of marginal means and per-
centile points of θ for these variables is
nearly optimal. 

The basic method for estimating Γ and Σ
with the expectation and maximization
(EM) procedure is described in Mislevy
(1985) for a single scale case. The EM algo-
rithm requires the computation of the mean
θ, and variance Σ, of the posterior distribu-
tion in Equation 6.

11.2.5 Generating Proficiency Scores

After completing the EM algorithm, plausi-
ble values for all sampled students are
drawn from the joint distribution of the
values of Γ in a three-step process. First, a
value of Γ is drawn from a normal approxi-
mation to P(Γ,Σ|xj,yj) that fixes Σ at the
value (Thomas, 1993). Second, condi-
tional on the generated value of Γ (and the
fixed value of Σ=�



5. An estimate of the variance of T. is the
sum of two components: an estimate of
Var(Tu) obtained as in step 4 and the
variance among the Tu:

The first component in VM reflects uncer-
tainty due to sampling respondents from
the population; the second reflects uncer-
tainty due to the fact that sampled respon-
dents’ θs are not known precisely, but only
indirectly through x and y.

11.2.6 Working with Plausible Values

Plausible values methodology was used in
PIRLS 2001 to ensure the accuracy of esti-
mates of the proficiency distributions for
the PIRLS population as a whole, and par-
ticularly for comparisons between subpopu-
lations. A further advantage of this method
is that the variation between the five plau-
sible values generated for each respondent
reflects the uncertainty associated with pro-
ficiency estimates for individual respon-
dents. However, retaining this component
of uncertainty requires that additional ana-
lytical procedures be used to estimate
respondents’ proficiencies, as follows: 

If θ values were observed for all sampled
respondents, the statistic (t-T)/ U1/2 would
follow a t-distribution with d degrees of
freedom. Then the incomplete-data statistic
(t*-T)/(Var(t*))1/2
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included in the conditioning variables. The
consequences of violating this restriction
are described by Beaton & Johnson (1990),
Mislevy (1991), and Mislevy & Sheehan
(1987). To avoid such biases, the PIRLS 2001
analyses included effectively all back-
ground variables in the conditioning.

11.3 Implementing the Scaling
Procedures for the PIRLS 2001
Assessment Data

The application of IRT scaling and plausi-
ble value methodology to the PIRLS 2001
assessment data involved three major tasks:
calibrating the achievement test items (esti-
mating model panf*[((panf*[((panf*6o2d1ting the n)39o),



The booklets and Reader were distributed
among the students in each sampled class
according to a scheme that ensured compa-
rable random samples of students respond-
ed to each block. Because blocks L1
through L3 and I1 through I3 each appear
in three booklets, but blocks L4 and I4
appear only in the Reader, the assignment
plan ensured that the Reader was assigned
after every third booklet. Effectively, this
meant that each block was administered to
approximately 1/4 of the student sample.

Following the PIRLS framework, IRT scales
for reporting student reading achievement
were constructed for reading overall (both
reading purposes combined) as well as sepa-
rately for reading for literary experience,
and for reading to acquire information. 

The first step in constructing these scales
was to estimate the IRT model item parame-
ters for each item on each of the scales.
This item calibration was conducted using
the commercially available Parscale software
(Muraki & Bock, 1991; version 3.5). The
entire PIRLS student sample (146,490 stu-
dents from 35 countries) was used in the
calibration runs. However, to ensure that
the data from each country contributed
equally to the item calibration, the student
sampling weights within each country
were scaled to add to 500, so that – for the
purposes of item parameter estimation only
– each country had a weighted sample size
of 500 students. 
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Three separate item calibrations were run:
one for the overall reading scale, and one
for each of the literary and information
scales. All items were included in the cali-
bration of the overall reading scale. Interim
reading scores8 for use in generating condi-
tioning variables were produced as a by-
product of this calibration. For the
calibration run for the reading for literary
experience scale, only those items from the
literary blocks and only those students
completing a booklet containing a literary
block (121,228 students) were included.
Similarly, only the items from the informa-
tion blocks and only the students respond-
ing to information items (121,065 students)
were included in the calibration for the
information scale. Exhibits D.1 through D.3
in Appendix D present the item parameters
for the three calibration runs.

11.3.2 Omitted and Not-Reached Responses

Apart from missing data on items that by
design were not administered to a student,
missing data could also occur because a stu-
dent did not answer an item – whether
because the student did not know the
answer, omitted it by mistake, or did not
have time to attempt the item. An item was
considered not reached when (within part 1
or part 2 of the booklet) the item itself and
the item immediately preceding were not
answered, and there were no other items
completed in the remainder of the booklet.
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8 Because each student responded to only a subset of the
assessment item pool, these interim scores, known as
expected a posterior or EAP scores, were not sufficient-
ly reliable for reporting PIRLS results. The plausible
value proficiency estimates were used for this purpose.



161

In PIRLS 2001, not-reached items were
treated differently in estimating item
parameters and in generating student profi-
ciency scores. In estimating the values of
the item parameters, items that were consid-
ered not to have been reached by students
were treated as if they had not been admin-
istered. This approach was optimal for
parameter estimation. However, because the
time allotment for the PIRLS tests was gen-
erous – enough for even marginally able
respondents to attempt all items – not-
reached items were considered as incorrect
responses when student proficiency scores
were generated.

11.3.3 Evaluating Fit of IRT Models to the

PIRLS 2001 Data

After the calibration runs were completed,
checks were performed to verify that the
item parameters obtained from Parscale ade-
quately reproduced the observed distribu-
tion of responses across the proficiency
continuum. The fit of the IRT models to the
PIRLS 2001 data was examined by compar-
ing the theoretical item response function
curves generated using the item parameters
estimated from the data with the empirical
item response functions calculated from the
posterior distributions of the θs for each
respondent who received the item.

Exhibit 11.2 shows a plot of the empirical
and theoretical item response functions for
a dichotomous item. In the plot, the hori-
zontal axis represents the proficiency scale,
and the vertical axis represents the proba-
bility of a correct response. Values from the
theoretical curve based on the estimated
item parameters are shown as crosses.

Empirical results are represented by circles.
The centers of the circles represent the
empirical proportions correct. The size of
the circles is proportional to the sum of the
posteriors at each point on the proficiency
scale for all of those who received the item;
this is related to the number of respondents
contributing to the estimation of that
empirical proportion correct. Exhibit 11.3
contains a plot of the empirical and theo-
retical item response functions for a polyto-
mous item. As for the dichotomous item
plot above, the horizontal axis represents
the proficiency scale, but the vertical axis
represents the probability of having a
response fall in a given score category. The
interpretation of the small circles is the
same as in Exhibit 11.2. For items where
the model fits the data well, the empirical
and theoretical curves are close together.

11.3.4 Variables for Conditioning the PIRLS

2001 Data

Because there were so many background
variables that could be used in condition-
ing, PIRLS followed the practice established
in other large-scale studies of using princi-
pal components analysis to replace the orig-
inal variables with a smaller number of
principal components that explain most of
their common variance. Principal compo-
nents for the PIRLS 2001 student back-
ground data were constructed as follows:

• For categorical variables (questions with a
small number of fixed response options),
a “dummy coded” variable was created
for each response option, with a value of
one if the option was chosen and zero
otherwise. If a student omitted or was
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not administered a particular question,
all dummy coded variables associated
with that question were assigned the
value zero.

• Background variables with numerous
response options (such as year of birth,
or number of people who live in the
home) were recoded using criterion scal-
ing.9 This was done by replacing each
response option with the mean interim
(EAP) score of the students choosing
that option. 
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• Separately for each PIRLS country, all
the dummy-coded and criterion-scaled
variables were included in a principal
components analysis. Those principal
components accounting for 90 percent of
the variance of the background variables
were retained for use as conditioning
variables.10 Because the principal com-
ponents analysis was performed sepa-
rately for each country, the number of
principal components required to
account for 90 percent of the variance in
the background variables varied from
country to country. Exhibit 11.4 shows
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9 The process of generating criterion scaled variables is
described in Beaton(1969).

10 Exceptions were Belize, Latvia, and Lithuania – where
component accounting for only 80% of the variance
were selected.

Exhibit 11.2: PIRLS 2001 Reading Assessment Example Item Response Function Dichotomous Item
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the total number of variables that were
used in the principal component analy-
sis and the number of principal compo-
nents needed to account for 90 percent
of the variance in the background vari-
ables within each country.

In addition to the principal components,
student gender (dummy coded), the lan-
guage of the test (dummy coded), an indica-
tor of the classroom in the school to which
the student belonged (criterion scaled), and
an optional, country-specific variable
(dummy coded) were included as condition-
ing variables.

11.3.5 Generating IRT Proficiency Scores for

the PIRLS 2001 Data

Educational Testing Service’s MGROUP pro-
gram (ETS, 1998; version 3.1)11 was used to
generate the IRT proficiency scores. This
program takes as input the students’
responses to the items they were given, the
item parameters estimated at the calibration
stage, and the conditioning variables, then
generates the plausible values that repre-
sent student proficiency in reading as out-
put. Three MGROUP runs were conducted,
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11 The MGROUP program was provided by ETS under
contract to the PIRLS International Study Center at
Boston College.



one for reading overall, and one each for
reading for literary experience and reading
to acquire and use information.

Plausible values generated by the MGROUP
program are initially on the same scale as
the item parameters used to estimate them.
This scale metric is generally not useful for
reporting purposes, since it is somewhat
arbitrary, ranges between approximately -3
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Scales for reporting student achievement in
reading literacy were constructed for read-
ing overall (using all 65 items), and of the
three text types – narrative texts, expository
texts, and documents. The data from each of
the nine countries consisted of student
responses to the test items collected from
nationally-representative samples of stu-
dents at two points in time: 1991 and 2001.

The first step in constructing the trend
study reading scales was to estimate the IRT
model item parameters for each item on
each of the scales. As with the PIRLS data,
the item calibration was conducted using
the commercially available Parscale software
(Muraki & Bock, 1991; version 3.5). The
data from 1991 and 2001 were combined for
the calibration runs. A total of 59,761 stu-
dent records were used in the calibration of
the test items. To ensure that the data from
each country contributed equally to the
item calibration, and that data from 1991
and from 2001 contributed equally, the stu-
dent sampling weights within each country
for each data collection were scaled to add
to 500 – so that, for the purposes of item
parameter estimation, each country had a
weighted sample size of 1000 students, 500
from 1991 and 500 from 2001. 

Four separate item calibrations were run:
one for the overall reading scale, and one for
each of the text types – narrative texts,
expository texts, and documents. All items
and all students were included in the cali-
bration of the overall reading scale. As in
the PIRLS 2001 scaling, interim reading
scores for use in generating conditioning
variables were produced as a by-product of
this calibration. Only the narrative items
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were included in the calibration run for the
narrative scale, only the expository items for
the expository scale, and only the docu-
ments items for the documents scale. Since
all students responded to all items, all stu-
dents were included in the calibration of
each of the three scales. Exhibits D.4
through D.7 in Appendix D present the item
parameters for the four calibration runs. 

After the calibration was completed, checks
were performed to verify that the item
parameters obtained from the Parscale runs
adequately reproduced the observed distri-
bution of responses across the proficiency
continuum.

11.3.8 Variables for Conditioning the

Reading Literacy Trend Data

Similar to the procedure followed in condi-
tioning the PIRLS 2001 data, principal com-
ponents analysis was used to summarize the
background questionnaire data collected
during the 1991 and 2001 administrations
of the 1991 Reading Literacy test. Identical
procedures for coding the questionnaire
variables prior to extracting principal com-
ponents were followed. As before, those
components accounting for 90 percent of
the variance in the background variables
were retained for conditioning. 

Because the principal component analysis
was performed separately for each country
and for each data-collection year, the num-
ber of principal components necessary to
account for 90 percent of the variance var-
ied from country to country. Exhibit 11.5
shows the total number of variables that
were used in the principal component
analysis as well as the number of principal

Chapter 11 · Scaling the PIRLS Reading Assessment Data
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components selected to account for 90 per-
cent of the background variance within
each country.

As with the PIRLS 2001 data, student gen-
der (dummy coded), the language of the test
(dummy coded), an indicator of the class-
room in the school to which the student
belonged (criterion scaled), and an optional,
country-specific variable (dummy coded)
were included as conditioning variables in
addition to the principal components.

11.3.9 Generating IRT Proficiency Scores 

for the Trends in IEA’s Reading

Literacy Study

As with the PIRLS 2001 data, the MGROUP
program (ETS, 1998; version 3.1) was used
to generate the IRT proficiency scores for
the trend study data. Four MGROUP runs
were conducted: one for reading overall,
and one each for the narrative, expository,
and documents reading scales.

Because the data from 1991 and 2001 were
combined during item calibration, the plau-
sible values generated by the MGROUP pro-
gram for each of the two data collections
were on the same scale, and could be com-
pared directly for purposes of analysis and
reporting. To facilitate reporting, the origi-
nal metric of the plausible values, which
had a range of approximately from –3 to +3
with a mean of zero over all countries and
across both data collections, was rescaled so
that the mean of the 2001 data across all
countries was 500 and the standard devia-
tion was 100. This transformation was then
applied to the 1991 data also, so that the
1991 and 2001 data had the same metric.
This metric (mean of 500 and standard devi-
ation of 100) also was used for the narra-
tive, expository, and documents scales.

As with PIRLS 2001, practically all of the
plausible values on the new metric were
between 0 and 1000, with few outliers with
values outside this range. Outliers were
recoded so that plausible values below 5
were set to 5, and plausible values above
995 were set to 995. This truncation did not
have a noticeable effect on the distribution
of the plausible values. 
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1991 2001

Greece 124 117

Hungary 122 129

Iceland 128 122

Italy 121 117

New Zealand 121 116

Singapore 123 124

Slovenia 125 120

Sweden 121 113

United States 119 119

Country
Number of Principal Components

Exhibit 11.5: Number of Principal Components
Selected to Account for the Variance in Trends in
IEA’s Reading Literacy Study Background Variables
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